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In most optomechanical systems, a movable mirror is a part of an optical cavity, and its oscillation modulates
either the resonance frequency of the cavity or its coupling to the environment. There exists the third option—
which we call a “coherent coupling”—when the mechanical oscillation couples several nondegenerate optical
modes supported by the cavity. Identifying the nature of the coupling can be an important step in designing
the setup for a specific application. In order to unambiguously distinguish between different optomechanical
couplings, we develop a general framework based on the Hamiltonian of the system. Using this framework, we
give examples of different couplings and discuss in details one particular case of a purely coherent coupling
in a ring cavity with a movable mirror inside. We demonstrate that in certain cases coherent coupling can be
beneficial for cooling the motion of the mechanical oscillator. Our general framework allows us to approach
the design of optomechanical experiments in a methodological way, for precise exploitation of the strengths of

particular optomechanical couplings.
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I. INTRODUCTION

Cavity optomechanics [1-4] studies the interaction be-
tween light and mechanical systems embedded into optical
resonators. The precision at which modern optomechanical
experiments operate allows us to study the quantum properties
of light and matter, including the cooling of macroscopic os-
cillators to their quantum ground state [5—7], optomechanical
squeezing of quantum fluctuations in light [8—11], quantum
entanglement between optical and mechanical degrees of
freedom [12-15], as well as between spacelike separated me-
chanical oscillators [13,16—19] and nonclassical states of me-
chanical oscillators [12,19-22]. Optomechanics has become
an experimental platform for testing quantum mechanics in
the macroscopic world [13,16,23,24] and looking for potential
paths toward quantum gravity [19,25-27]. Optomechanics has
also been established as a toolbox for computational and
metrological tasks, such as frequency-converting microwaves
to optical light [28-31], on-chip signal modulation and pro-
cessing [32], nanoscale torque detection [33], and the de-
tection of gravitational waves [34-36] with kilometer-scale
detectors (Advanced LIGO [37,38], Advanced Virgo [39,40],
GEO600 [41,42], and KAGRA [43,44]).

While optomechanical systems vary in scale, frequency,
and complexity, their theoretical description on a fundamental
level can be reduced to simple Hamiltonians. Conventionally,
the coupling between the optical and mechanical degrees of
freedom is classified based on intuitive physical picture of
the setup. Most common are the systems with dispersive cou-
pling, where the mechanical oscillation modulates the cavity’s
resonance frequency [1]. The simplest case of such systems is
a Fabry-Pérot cavity with a movable end mirror [45]. Another

*Corresponding author: xiangli @tapir.caltech.edu

2469-9926/2019/100(5)/053855(16)

053855-1

type of coupling is dissipative [46]: The oscillation modulates
the coupling between the system and the environment. Any
system with a movable mirror that simultaneously couples
with the cavity modes and the pumping field can be viewed
as having dissipative coupling, and the simplest example is
a Fabry-Pérot cavity with a movable front mirror [47]. There
exists another type of interaction where the mechanical os-
cillation modulates the coupling between two or more cavity
modes [48]. In practice, a complex optomechanical system
might not fit into one single type of interaction presented
above, or might be misclassified. Therefore, we want a mutu-
ally exclusive and collectively exhaustive way of classification.

To illustrate the necessity for such a classification, we
show how the coupling could be identified ambiguously when
the description of one optomechanical system has a different
forms depending on the choice of cavity basis modes. We
consider two optical modes a;, a, with frequencies w;, w;
coupled via the mechanical oscillation x. Such system is
described by the following intuitive Hamiltonian:

Hewy = hydlay + hanalas + hgx(@la, +He). (1)

If the system is classified simply based on this Hamiltonian,
it could fall into the category of “optical modes coupled by
mechanical oscillation.” However, this Hamiltonian would
have two different forms based on the parameters of the
system. The first case is when the frequencies of the modes
ap, a, are equal (w; = wy). Then Eq. (1) can be presented in
another form:

N

Hlyy = (@1 — g120)a, 8] + h(w) + g20)ay'ay,  (2)
with the following choice of basis modes:

N1 —ay
a) = —F7= 0y

N

3)
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Such Hamiltonian is a dispersive one: The resonant frequen-
cies of the modes are modulated by the mechanical oscillation.
The second case is when the eigenfrequencies of the modes
a, o are separated by Aw = (w2 — w1)/2. Then we can define
anew basis of x-dependent modes a7 ,(x):

812 NP 812
2waa2, B =+ 2Aw
where we assume mechanical oscillation to be small (g1,x <
|Aw|) and keep only the terms linear in x. Under this basis,
the Hamiltonian in Eq. (1) takes another form:

H, = heoy " (x)a] (x) + handl (x)a; (x), (5)

cav

aj(x)=a; — xay, (4

where the modes themselves have x dependence. Such a form
of the optomechanical coupling is distinct from either the
dispersive or the dissipative coupling. We call it coherent
coupling and will define it rigorously in the next section.
These three different forms of the Hamiltonian illustrate the
ambiguity: Equation (1) describes the coupling between the
two modes via the mechanical oscillation, but in different
regimes depending on Aw, it could also be either classified
as dispersive coupling in Eq. (2) or have some new form
in Eq. (5). However, one system should have a unique clas-
sification, which is determined by the physical properties,
not by the choice of basis. Identifying the coupling correctly
and uniquely is important for optimizing the design of the
experiment. Thus, an unambiguous classification framework
is necessary.

In this paper, we establish a general framework for the
unambiguous classification of the optomechanical systems.
The paper is organized as follows: Section II provides a step-
by-step strategy for expressing the Hamiltonian in a canonical
form and discriminating between different x dependences. We
emphasize in this section the coherent coupling, which has not
been widely recognized as a separate type of optomechanical
coupling. Section III gives some examples from the literature,
including possible ambiguities that could arise in identifying
couplings and how our approach helps to resolve them. We
provide a further focus on the pure coherent coupling in
Sec. IV, where we investigate an optomechanical ring cavity
system [49-51]. We provide an application example where in
certain cases this coupling is beneficial for laser cooling of the
mechanical oscillator to its ground state. Section V includes a
summary of the paper and further discussion.

II. CLASSIFICATION OF OPTOMECHANICAL
COUPLINGS

In this section, we provide a step-by-step strategy that will
lead to a unique classification for each cavity optomechanical
system and help to avoid potential ambiguity. We start by
expressing the total optical Hamiltonian in a canonical form
that can describe any optomechanical system with multiple
optical and mechanical degrees of freedom:

H(x) = ' x)Nx)ax) + ik@ x)Ir(x)b — H.e.),  (6)

where x = {x1, xp, ...} are the displacements of mechan-
ical oscillators from their equilibrium positions; a(x) =
(@1(x), ax(x), ...)T are the cavity eigenmodes, such that
N(x) = diag(w;(x), w2(x), ...) is a diagonal matrix with

the corresponding eigenfrequencies; b = (b, by, ...)" are
the external electromagnetic modes, which couple to cav-
ity eigenmodes with coupling rates [ (x) = diag(/2y,(x),
V2y2(x), ...), and the optical linewidths are y; 5 (x). Note
that x can be treated as quasistationary parameters here be-
cause the timescale for optical relaxation is much smaller than
the mechanical one. For practical calculation, the x depen-
dence in a(x), N)(x), ['(x) can be expanded in series and x can
be upgraded to dynamical variables and quantum operators
X following the canonical formulation [52-54]. We further
consider a conventional linear regime, where the mechanical
oscillation x is much smaller than the optical wavelength
A, allowing the Hamiltonian to remain only linear x terms
for a good approximation. While this approximation is not
necessarily applicable to all optomechanical systems [55-58],
it covers most of the popular ones.

One system can be described by different Hamiltonians
under different choices of basis, as shown from Egs. (1) to (5),
but the canonical form in Eq. (6) is always unique. This serves
as the starting point for establishing an unambiguous classi-
fication. Position-dependence in ()(x) and [ (x) are intuitive
and can be directly understood as dispersive and dissipative
couplings separately. We construct a mutually exclusive and
collectively exhaustive way of classification by considering
the last possible x dependence: a(x), which we call coherent
coupling. Such x-dependent modes a(x) can be presented as
linear combinations of unperturbed modes 4(0) coupled via
the mechanical oscillation x, as follows from the linearity of
the optical system:

a(x) = Y fa(0a(0), (7)
!

where f;;(x) are the coupling coefficients and f;;(x) = 1 (no
summation for the repetitive 7).

In order to classify an optomechanical system without any
ambiguity, we formulate the following steps:

(1) Write the total Hamiltonian of the optomechanical
system including all the optical and mechanical degrees of
freedom and the coupling among them in any convenient
basis.

(2) Transform the Hamiltonian to the canonical form
shown by Eq. (6), where ()(x) and [ (x) are diagonal and &(x)
is the set of cavity eigenmodes. Environmental modes b can
be chosen correspondingly.

(3) Classify the type of optomechanical interaction by the
x-dependence feature in a(x), ()(x), and [ (x).

We can follow these steps to illustrate the classification
of the optomechanical couplings into three types mentioned
in the introduction. We consider a specific example with two
cavity modes &, a, and one mechanical degree of freedom x,
and expand the x dependence up to a linear order in x, where
812 and g, ,o are the expansion coefficients of diagonal
terms in ()(x) and [ (x) matrices:

(1) Dispersive coupling, where the eigenfrequencies de-
pend on the mechanical oscillation, ()(x), and the example
reads:

mx):(“":)g'x 0 ) ®)

Wy — X
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FIG. 1. The comparison between coherent coupling and disper-
sive coupling: the ()(x) matrix under the basis of 4(0). Each color
block represents a frequency degenerate subspace, which can have
one or more modes. Different blocks have different frequencies,
e.g., w; # wy # w3. The influence of mechanical oscillation shows
up as x-dependent perturbation, which will either directly add on
to diagonal terms as dispersive coupling, e.g., the o3x term, or
will show up in off-diagonal terms to couple different modes. The
off-diagonal coupling within one color block, e.g., the a;x term, will
open the degeneracy and also cause dispersive coupling. While the
coupling between blocks, e.g., the ajyx term, will not change the
eigenfrequencies w;, and will cause coherent coupling. See main
text for detailed discussion.

(2) Dissipative coupling, where the rates of coupling to the
external modes depend on the mechanical oscillation, [ (x),
and the example reads:

2y + gy1x 0
M(x)= .
0 V270 + gyax
(3) Coherent coupling, where the eigenmodes depend on
the mechanical oscillation, 4(x), and the derivative of any

optical mode @; with respect to any mechanical displacement
x; includes only the other optical modes [see Eq. (7)]:

dfu(x
=2 o

x=0 I#i J

€))

04;(x)
8xj

a,(0). (10)
x=0

The simple example can be taken from Eq. (5) where the
original modes &, » become mixed by x [see Eq. (4)] and the
corresponding eigenfrequency matrix:

0
0'(x) = (%‘ w2>, (11)

does not depend on x: d0)"(x)/dx = 0.

Following our classification strategy, one can clearly dis-
tinguish among the different types of interactions, even in
cases where several couplings coexist.

In addition to the definition above, a physical picture of
coherent coupling also helps us to understand this concept.
The difference between dispersive coupling and coherent
coupling can sometimes be not obvious: Both of them can
be expressed as coupling of optical modes by mechanical
motion under some specific cavity basis, as shown in the
example in Eq. (1). The distinction between them is illus-
trated in Fig. 1: When mechanical motion couples different
optical modes, these modes are either frequency degenerate
or have different frequencies. When the unperturbed modes
are frequency degenerate, the coupling via the mechanical
motion breaks the degeneracy and leads to new x-dependent

eigenfrequencies, which are the sign of dispersive coupling.
On the other hand, when the unperturbed modes have different
frequencies, the mechanical displacement leads to a coherent
energy transfer between these modes, and such coupling is
coherent. Expressed in the canonical Hamiltonian, up to linear
order in x, the eigenfrequencies remains unchanged but the
eigenmodes are the original ones mixed in an x-dependent
way.

III. EXAMPLES OF DIFFERENT COUPLINGS

In this section, we provide some detailed examples of
optomechanical coupling of the above three categories. We
also cover cases with coexisting couplings.

A. Dispersive coupling

Dispersive coupling is the most well-studied type of op-
tomechanical interactions [1]. The physical origin of disper-
sive coupling is the dependence of cavity resonant frequencies
on the mechanical oscillation x. The Hamiltonian of a single
cavity, shown in Fig. 2, reads

Hewy = (0, — gox)a'a, (12)

where w, is the resonant frequency not affected by the me-
chanical oscillation, g, = w,/L is the dispersive coupling
strength, and x is the end mirror displacement from its equi-
librium position (see detailed derivation in Appendix A).

In this section, we discuss a metrological system that
features the dispersive coupling: the Laser Interferometer
Gravitational-Wave Observatory (LIGO) [38,48]. This detec-
tor takes advantage of two Fabry-Pérot cavities in the arms of
the Michelson interferometer (arm cavities), which sense the
gravitational-wave-induced displacement of the test masses.
The two arm cavity modes are represented by &, b and their
resonance frequencies are wy. These two modes have the
same dispersive coupling strength g, but they couple to two
different displacements x;, x,. The cavity Hamiltonian can be
expressed as

Heay = B(wy — gx1)a’a + h(wy — gx2)b'b.  (13)

Defining the common and differential mechanical and opti-
cal modes as x; = (x; +x2)/«/§, x_ = (x; —xz)/ﬁ; Cr =
(a+b) / V2,6 =(a— B)/ V2, the transformed Hamiltonian
takes the form

Hew = Ti(wo — gx )& ¢ + hgr_e'6,¢, (14)

where & = (¢4, ¢_)" and o, is the x component of Pauli ma-
trix. Only the differential motion x_ carries the gravitational
wave strain signal, so we do not consider the common motion
x4. After this operation, the transformation from ¢é,,¢_ to

[H "

< »
<+ >

L

53 4

FIG. 2. Single cavity with a movable end mirror. L is the original
cavity length, x is the end mirror displacement from its equilibrium
position, and & is the cavity optical mode.
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FIG. 3. On-chip optomechanical coupling between the curved
input waveguide and the optical racetrack cavity, adapted from Fig. 1
in Ref. [32]. The upper right is the top view of the chip, where the
blue line represents the input waveguide and the red one represents
that optical racetrack cavity, which is also a mechanical resonator
that can have out-of-plane vibrations. The lower left is the schematic
of the cross section inside the dashed area of the upper right. See the
main context for discussion.

a, bis equivalent to the transformation from a;, @, to a;, @,
in Eq. (3). Even though the Hamiltonian can be expressed
in different forms in Egs. (13) and (14), in our classification
strategy, the coupling will always be classified as dispersive
with eigenmodes @, b and x_-dependent eigenfrequencies:
wL(x_) =wo £ gx_.

B. Dissipative coupling

Dissipative coupling happens when the coupling of cavity
modes to external modes depends on x. For example, for a
single-cavity mode a,

H, = ih(/2y + g,x)(@'b — H.c.), (15)

where b is the external mode and /2y + g, x is the coupling
rate, which gives rise to the finite cavity linewidth. The g, x
term describes the dependence of the dissipation rate on the
mechanical oscillation x. The form of dissipative coupling
strength g,, depends on the specific physical realization.

One recent example is the on-chip dissipative optomechan-
ical resonator [32]. As schematically shown in Fig. 3, this
system consists of a racetrack optical cavity, which is also
a mechanical resonator with out-of-plane vibrations, and a
curved input waveguide. Except for the material refractive
indices, the optical coupling rate between the racetrack cavity
and the input waveguide is determined by the distance be-
tween them. The racetrack cavity supports optical mode & and
the out-of-plane oscillation expressed by x, while the input
waveguide carries optical mode b. The mechanical oscillation
x changes the distance between the racetrack cavity and the
input waveguide and thus changes the optical coupling rate
between modes a and b. The Hamiltonian describing the
optical modes reads

H = ho,d'a + ih(y/2y + g,x)(@'h — H.c.), (16)

BS |
— 1

O

FIG. 4. Mapping from three-mode optoacoustic system to a
power and signal-recycled interferometer, adapted from Fig. 2 in
Ref. [59]. Although they share a similar three-mode scheme, their
physical origins and classification results are different. See the main
context in Sec. IIT A and Sec. III C for detailed discussion.

where neither the cavity mode a nor its resonance frequency
w, depends on x. There exists only one cavity eigenmode
and it already satisfies the canonical form of Eq. (6). Thus,
the x dependence in a, b coupling rate shows the feature of
dissipative coupling.

C. Coherent coupling

The last interaction category to be discussed is coherent
coupling where the x dependence appears in the eigenmodes
themselves rather than the eigenfrequencies of the optical
modes.

One notable example of coherent coupling is the three-
mode optoacoustic interaction [59]. It can give rise to im-
portant nonlinear optomechanical effects such as paramet-
ric instability [60,61], which complicates the operation of
gravitational-wave detectors. In a simplified model [59], as
shown on the left side in Fig. 4, there are two orthogonal
transverse optical-cavity modes & and b with different resonant
frequencies w; and w,. The acoustic mode has a torsional
mode profile and x is its generalized coordinate. The cavity
Hamiltonian in this case has the following form (see Ap-
pendix B for detailed derivation):

Hey = hinad'a + hwob'b + hGox(a'b +He).  (17)

Note that Eq. (17) has the same structure as Eq. (1) and thus
follows the same transformation process as in Eq. (4). Up to
linear order in x, the eigenfrequencies remain the same and the
new eigenmodes are the original ones mixed by mechanical
oscillation x:

Go

Gy ,~ =« R
= 1
xb, b(x)=>b+ 2waa, (18)

i) =8 e

where Aw = (wy — w;)/2 is the frequency difference. The
x dependence in eigenmodes shows the feature of coherent
coupling.

Note that Ref. [62] was aware of the x dependence that only
happens in eigenmodes, but did not notice the new coherent
coupling category in optomechanics. In Sec. IV, we will
investigate a ring cavity system, where the coherent coupling
is mediated by the longitudinal oscillation of the mechanical
center of mass degree of freedom.

053855-4
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FIG. 5. The coupled cavity configuration. L, » are the length of
two subcavities, r and ¢ are the amplitude reflectivity and transmit-
tance of the mirror inside, and x is membrane oscillation around its
equilibrium position. In the main text, we consider membrane with
low transmittance ¢ < 1. It is then reasonable to claim that the left
and right subcavities can support & and b modes separately. The bare
optical frequencies of the two modes are w, » and the optomechanical
coupling constants are g, = w; »/L; . Different parameter regimes
can lead to different classification results. See main text for details.

D. Coexisting coupling

In many cases, different types of optomechanical couplings
can coexist. Some optomechanical systems might show differ-
ent coupling features depending on the parameter regimes that
they work in. Following our classification strategy, each type
in the coexisting couplings can be clearly distinguished.

One notable example is the Michelson-Sagnac interferom-
eter [7,46] with coexisting dispersive and dissipative cou-
plings. With careful tuning [7], it can become either pure
dissipative coupling or pure dispersive coupling.

Another example of a system with coexisting couplings is
the system of two coupled cavities separated by a movable
mirror, as shown in Fig. 5. The coupling in such a system can
be classified as dispersive, or coherent, or coexisting, depend-
ing on the position and optical properties of the central mirror
[5,62,63]. In the following contents, we give a theoretical
description of this system and classify it using our strategy.

When the transmittance of the central mirror is relatively
low, t < 1, we can define two optical modes a, b for the left
and the right subcavities respectively, which are coupled at a
characteristic sloshing frequency wy. In terms of these modes,
the cavity Hamiltonian can be expressed as

~

Hewy = (o) — g1x)a’a + h(wy + gox)b'h

+ hwg@'h + Hee.). (19)
For convenience, we define the average frequency wy =
(w1 +@7)/2 and the frequency difference Aw = (w; —
w1)/2. We then convert the Hamiltonian in Eq. (19) into the
canonical form in Eq. (6) as required by our classification
procedure.

When the central mirror is perfectly reflective [5], the
sloshing frequency becomes zero (w; = 0) and Eq. (19) is
already in the canonical form. No optical coupling can happen
between &, b modes and they remain cavity eigenmodes. The
corresponding eigenfrequencies w; — g1x, wr + g»x are x de-
pendent. In this case, the system has pure dispersive coupling.

When w; # 0, Eq. (19) needs to be transformed to the
canonical form. The interaction with the mechanical oscilla-
tion x couples the original optical eigenmodes

21(0) = (— Aw £/ Aw? + 0?)a + w,b

(20)

to become
g1+ &
4,/Aw? + w?

with the corresponding eigenfrequencies:

w1 (X) = wy £/ Aw? + @?

n |:82 -8 - (g1 + g)Aw

cx(x) =¢:(0) £ x¢+(0), 21

2
5 W w%:|x +0x7). (22)
Both the eigenmodes and eigenfrequencies depend on
x, which reveals the coexisting coherent and dispersive
couplings.

The system can have a pure coherent coupling if the central
mirror has low transmittance and the two subcavities have
the same length L; = L, [62,63]. In this case, the subcavity
frequencies and the corresponding coupling rates in Eq. (19)
become equal: w; = wy = wy, Aw =0, g1 = g». The original
eigenmodes are ¢.(0) oc b+ & and the dispersive feature is
absent as the eigenfrequencies of Eq. (22) no longer have x
dependence: wy = wy + w;.

The pure coherent coupling in this coupled cavity example
only happens in some specific parameter regimes. In the
following section, we will discuss a ring cavity system which
always has a pure coherent coupling.

IV. PURELY COHERENT COUPLING IN A RING
CAVITY SYSTEM

In this section, we discuss an example of purely coherent
coupling in an optomechanical ring cavity system where two
resonant modes are coupled via the oscillation of a partially
reflective mirror; see Fig. 6. Similar ring cavity systems with
one or multiple scattering objects inside have been studied,

FIG. 6. Ring cavity configuration and field labeling. Here M, is
the front mirror with amplitude reflectivity r, and transmittance fo,
M, , are two fixed totally reflective end mirrors, M is the movable
membrane with amplitude reflectivity r and transmittance it, L is the
total cavity length, L, = L, = L/2 are the distances from the M, to
the equilibrium position of M in clockwise and counterclockwise
directions, and x is the microscopic displacement of M from its
equilibrium. For fields, ¢,, are the counterclockwise, clockwise
propagating field directly coupled from outside continuum & ;.
Defined at the instantaneous position of the membrane, &, ( f]_z)
are the propagating fields toward (away from) the membrane in
counterclockwise (clockwise) direction separately.
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FIG. 7. Cavity modes splitting caused by different membrane
reflectivity r. The horizontal axis is a relative phase defined as
8 = (k,L + 7 /2) — N2 and the vertical axis is the ratio of the field
amplitude in and out of the system from the input port. The red
and blue lines correspond to » = 0.3, 1 respectively. As analyzed
in the main context, the cavity resonant frequencies do not depend
on x while the electromagnetic mode profiles depend on that. This
optomechanical interaction is called coherent coupling. The cavity
free spectral range (FSR) is Awgsg = 27c/L and the linewidth is
y = ct/2L.

including some cases with membranes or mirrors [49-51] and
some other cases with cold atom clouds [64—71]. However, no
systematic Hamiltonian construction with a clear definition of
optical modes has been done. That motivates our derivation
in this section. We also analyze how the coherent coupling
helps the laser cooling of mechanical oscillation and compare
it with the single-cavity dispersive coupling case [6].

A. Cavity modes and the Hamiltonian

The detailed derivation of the total Hamiltonian of the ring
cavity system can be found in Appendix C. Here we only
sketch the key steps of the derivation.

Without the membrane, the ring cavity can support degen-
erate clockwise and counterclockwise modes that propagate
independently. The membrane reflection couples the two cir-
culating waves and opens the mode degeneracy, as shown in
Fig. 7. We first consider resonant cavity modes assuming a
perfectly reflective front mirror M. In this case, no outside
field can couple into the cavity and the field operator vector
ek) = (&1(k), é2(k))T obeys the following matrix formula:

T.(k)e(k) =0, (23)
where T.(k) is the closed-form transfer matrix:
1 — itelL —relkL
Tetk) = < —re'kl 1— iteikL)’ 24

Solving this equation allows us to find wave numbers ki of
the resonant fields:
1
ki = — log(£r — it). (25)
il

The two corresponding resonant frequencies wy = cki
within one free spectral range (FSR) Awgsg = 2mc/L are

separated by
carcsinr

The two resonant modes have the following feature [see
Eq. (C12)]:

(27a)
(27b)

e1(ky) = & (ky),
(ko) = —eéx(ko),

and the field operators é; »(k+) are denoted by &, 4 in the
following contents for notational convenience.
We assume that the membrane has a low reflectivity
(r <« 1), which allows us to work only with two modes that
are close to each other within one FSR, i.e., w; < Awfsr, as
shown approximately by the red line in Fig. 7. In this case,
we do not need to consider the other optical resonances out
of one FSR. We then assign ¢ to represent the annihilation
operator of the two cavity modes with optical frequencies w...
The only nonzero commutators between them are
[6-,¢']1=1 and [¢4, 0] =1. (28)

According to Eq. (27), ¢, is named the symmetric mode and
¢_ is named the antisymmetric mode. ¢+ can be constructed
from &, »4 fields:

(29a)

o
+
1

_, (29b)

such that &,y = &, /v/2ande;. = ¢_//2.

To quantitatively describe the electric field distribution,
we introduce a coordinate system inside the ring cavity, as
shown in Fig. 6. The origin of this z coordinate is the front
mirror My and it increases clockwise along the optical axis of
the ring cavity. It becomes z, = L/2 + x at the instantaneous
position of the membrane and finally becomes z = L when it
reaches the front mirror again. The coordinate system here is
circular and thus z = L represents the same position as z = 0.
The electric field inside the ring cavity can be represented
by the standing wave distribution of two optical modes [see
Eq. (C20)]:

E*(z;0) = N(0-)P-(z;x)¢— + N(w1 )Py (z;%)4,

where N (@) = /iw/2A€yL is the frequency-dependent nor-
malization factor for a beam with cross-sectional area A
inside the ring cavity, and P_(z;x), Pr(z;x) are the wave
functions of ¢_, ¢+ modes along the z axis:

(30)

v [2isintk_(z — x)) z € (0, zy),

P-(z:x) = {21’ sin(k_.(z—L —x)) z¢€ (z.L), (31a)
o J2costky(z —x)) z2 € (0, zy),

Pi(zx) = {ZCOS(/{I(Z —L—x)) € (zy, L). (31b)

Pi(z;x) also represent the electric field standing wave
distribution and are qualitatively shown in Fig. 8. The position
of the nodes for both symmetric and antisymmetric modes are
shifted with the membrane position z, and Py (z;x) have the
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== ¢_ mode profile
— ¢4 mode profile

E

FIG. 8. The illustrating plot of ¢+ wave function Pi(z;x) in
Eq. (C21). We use here a circle instead of a triangle to represent the
space inside the ring cavity for plotting convenience. The coordinate
system is the same as that in Fig. 6: z = 0 is the position of the front
mirror M and z, is the position of the membrane. The position of the
nodes for both symmetric and antisymmetric modes are shifted with
the position of the membrane z,. Starting from z, and going in two
directions, the standing wave amplitude of ¢, ) mode remains the
same (opposite sign), until it reaches maximum (zero) at z = x.

following features:

Pi(zy — ¢ mod L;x) = £P+(zy + ¢ mod L;x), (32a)
[P_(z =x;x)| =0, (32b)
P = Xx; = P, (z; 2
|Pp(z = x;%)] ;ng)l (25 %), (32¢)

where ¢ represents the distance from an arbitrary point to
the membrane. That is, starting from z, and going in two
directions, the standing wave amplitude of ¢4y mode re-
mains the same (opposite sign), until it reaches the maximum
(zero) at z = x, which is L/2 away from z, both clockwise and
counterclockwise. The standing wave feature of ¢, (_) mode
agrees with the naming of (anti)symmetric mode.

The cavity Hamiltonian can be obtained from the total
optical energy inside the ring cavity [72] and it reads

Hew = ho_¢" ¢ + hoy el ey (33)

It does not have x dependence because the ring cavity is
a closed quantum system until now, as shown by the x-
independent equation Eq. (23) that we start from.

To obtain the total Hamiltonian and reveal the x depen-
dence, we consider the coupling of the cavity modes to the
outside modes by assuming the front mirror to have low
transmittance (fp < 1). The cavity linewidth y can be ob-
tained from the input-output relation [see Eq. (C5)],

ct}

Y=5r
and the ring cavity, as an open passive system, only supports
the inside field with the pumping frequency w, = k,c. The
extent to which ¢; modes are excited depends on the detuning
of the pumping frequency to the resonant ones: w, — w+. In
the following contents, we will use the wave vector k, of the
pumping field instead of the resonant wave vectors k. We use
1.2 to represent the counterclockwise and clockwise propa-
gating fields that the environment fields a, , directly couple
to. Thus, the cavity-environment interaction Hamiltonian can

(34)

be expressed as

H, = ihy/2y(&la; — Hee.) + ily/2y (&)a; — Hoe)).

The front mirror position z = 0 is a natural choice of phase
reference point for modes ¢; . However, the resonant modes
¢+ take the membrane position z, as the phase reference point,
as shown in Eq. (32a). Thus, the transformation between ¢ »
and ¢4 depends on x:

(35)

éi(x) — Lzeik,,L/Z(efikPXé\l + €ik”x62), (36)
where ¢+ (0) are the original cavity modes that the outside
modes a;, directly couple to and they have distribution
P.(z;x = 0). For the outside modes, ¢4 (x) are the new reso-
nant modes when the membrane is displaced by x. It is equiv-
alent to saying that the mechanical oscillation x changes the
way of interference between ¢, » that leads to the formation of
different resonant modes ¢4 (x).

The cavity optomechanical Hamiltonian linearized with
respect to x [see Eq. (C29)] reads:

Hope(x) = Hy + Hin(x), (37)

where the free part Hy is equivalent to Eq. (33) with ¢ —
¢+(0) and the optomechanical interaction part Hin(t) reads

Hip(x) = 2iwshkpx(6T_ (0)¢+(0) —H.c.). (38)

The feature of coherent coupling is shown in Eq. (38) ex-
plicitly: The mechanical oscillation x induces the coupling
between two original optical modes ¢+ (0) which have non-
degenerate frequencies.

In the derivation until now, x merely works as a param-
eter. Alternatively, one can start from the total Lagrangian
including the mechanical degree of freedom and follow the
canonical formulation [52-54], in which x can be upgraded
to be a dynamical variable and further becomes a quantum
operator X after quantization.

To describe the system in the general framework of Eq. (6),
we need to express the total Hamiltonian in terms of the
new resonant modes ¢4 (X). Applying similar transformation
as in Eq. (36), we can express the input modes a;, into
antisymmetric and symmetric ones:

erin(®) = ize"kﬁL/z(e—"’W‘fa1 + e"ay). (39)
Up to linear order in X, the cavity-environment interaction
Hamiltonian in Eq. (35) can be transformed to [see Eq. (C34)]

A,®) = il/2y (@ (®)é_in () + ¢} (0)e1in(®) — Heco).
(40)
It is clear from Eq. (40) that the * dependence only lies on op-
tical modes C4in)(X) themselves and the cavity-environment
coupling rate y does not depend on x. Thus, this optomechan-
ical coupling has no dissipative feature.

To sum up, the total Hamiltonian reads
H(x) = Hop(x) + H, + H,y, (41)

where the cavity optomechanical part Hopt(x) is given in
Eq. (37), the cavity-environment interaction part ﬁy is given
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in Eq. (40), and the free mechanical part is

. P
H, = ~— + -mQ:3* — Gi (42)
2m 2

with G representing any external force exerted on the mechan-
ical oscillator. If we write it in the canonical form of Eq. (6),
we obtain

fo- 0 N
gD—<o a)+)’[r_<0 i@)’ (43)

and the mode operators are a(x) = (¢_ (%), ¢+ T, an®) =
(6—in(®), C4in (#)T. There is neither dispersive nor dissipative
feature in the Hamiltonian above, and thus the coherent cou-
pling is verified.

In the next section, we will discuss the advantage of
coherent coupling in enhanced optomechanical cooling.

B. Application: Enhanced cooling

Mechanical oscillators can be cooled to their ground states
by extracting thermal phonons through laser light with a near-
zero effective temperature bath [73]. Such optomechanical
cooling contributes to fundamental physics in studying the
quantum effects of macroscopic objects [23,24]. It is also
beneficial in the application aspect of frequency conversion
[28-31] and quantum information processing [32].

In the Hamiltonian linearized with respect to x, the coher-
ent coupling starts with two nondegenerate optical modes and
then couples them by mechanical oscillation. This coupling
does not change the resonance frequency up to linear order
in %. Thus, the double resonance structure of coherent cou-
pling systems can potentially provide a more efficient cool-
ing compared with the standard dispersive-coupling-based
cooling [6], because of the additional resonant enhance-
ment of the pumping field: When the mechanical frequency
matches the frequency distance between the two resonance
peaks and the lower frequency is pumped, both the pumping
field and the upper mechanical sideband are resonant inside
the cavity.

The optoacoustic interaction [59] in Sec. III C has similar
physics properties with the ring cavity system. Contrary to the
cooling described above, when the cavity mode with upper
frequency is pumped, both the pumping field and the lower
mechanical sideband are resonant and the enhanced heating
occurs. That explains the principle of parametric instability
[60,61]. Different from the optoacoustic interaction which in-
fluences the transverse mechanical oscillation, the ring cavity
system interacts with the longitudinal mechanical oscillation.
In this section, we will focus on the cooling of the ring
cavity system and compare it with the single cavity dispersive
coupling case.

The detailed derivation of optomechanical cooling and
mechanical occupation number limit in the ring cavity system
can be found in Appendix D. Here, we only list the main
results. Under the resolved sideband condition €2,, > y, we
obtain the optical damping rate [see Eq. (D9b)]:

2|Ain Pk i,

, 44
e (44)

Yopt =

such that the equation of motion for mechanical operator %
becomes

mfc = Fbaﬂ — menfc — m()/ + Vopt));e’ (45)

where Fq is the x-independent part of fluctuating backaction
force [see Eq. (D8) and the contents below it]. The mechanical
occupation number can be expressed as

() = Yopt lI: V2 _ Vm i| n Vm kgT
Y+ Yopt 21422 Vopil  Vm + Vopt Qmhi

Under further condition y,p >> ¥m, We can obtain the ultimate
cooling limit:

(40)

Ym e + Yopt
Ym + Vopt Vin + Vopt

where ny, = kgT /2,7 is the thermal occupation number and
Nba = 2 /822, is the back-action limited occupation number.

We then compare the cooling rate in ring cavity (with co-
herent coupling) and the one in a single cavity (with dispersive
coupling). We assume the two systems have the same optical
bandwidth y and similar round trip length L, Ly, and are
used to cool a mechanical oscillator with the same resonant
frequency €2,,. Both of the two systems are pumped with
frequency w,. For the ring cavity case, w, = w_ and the
pumping is injected from the left port as analyzed above.
For the single cavity case, w, is red detuned by £,, from
its resonance. In both cases, ©2,, < Awgsg and thus the two-
mode or single-mode approximation is feasible. The ultimate
occupation number ny, is determined by the ratio between y
and €2, and is the same in the two cases. The advantage of
coherent coupling is the simultaneous resonant enhancement
of pumping field and the upper sideband, which can support
higher intracavity field and thus provide larger optical damp-
ing yopt. The intracavity field amplitudes in two cases are

() = Nba N Npa,s (47)

Ain . . .
C_ = in the ring cavity, (48a)
14
V2V A; V2V A;
Ay = Yain Vin in the single cavity, (48b)

T Y+ i i
which are related as |C_| > |Ay| for the same input amplitude

Aj,. The optical damping rates of the ring cavity and the single
cavity are

Za)skﬁh )
Yoptaoe = —— —|C_|7, (492)
my
S0
Voptise = mmsm, (49b)

where 2w; = 2, is the setting of ring cavity resonance
and g, = 2w,/Ls is the dispersive coupling strength [see
Eq. (A5)] expressed in cavity round trip length Ly.. According
to Eq. (38) with coherent coupling strength defined as
&re = 2iwyk),, the damping rate in Eq. (49a) takes the form

|gre|*Fi
Yopt.re = mw, (50)

which has the same as Eq. (49b). Assuming the same
single-photon coupling rates, the advantage of intracavity
resonance in the coherent coupling case described in Eq. (48)
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shows up. Substituting Eq. (48) in, we obtain the damping
rates under the same input amplitude:

Q kzh
Yopt,rc = |A1n| (51a)
my?
8w’h
P 2
Yopt,sc = |Ain| (Slb)
’ L3525,
The ratio between the damping rates of the two cases is
Ql Lz
_ m sc
ch/sc - 8C2 (52)

The ring cavity has the advantage in cooling efficiency over a
single cavity so long as €2,, is larger than the geometric mean

of Awrsr and y, i.e., 2, > /Awrsry . Because of Egs. (26)
and (34), the ratio above can also be expressed as

8LZ (arcsinr)t  LIL2Q;
Lt} o 2tAct

ch/sc = (53)
These equations demonstrate that the ring cavity can pro-
vide benefit in a larger scale optomechanical setup with long
cavities or with high-frequency mechanical oscillators. For
example, if we compare a single cavity and a ring cavity
with a mechanical membrane as an oscillator of frequency
of 2.5 MHz [74], front mirror transmission of 0.01%, and an
equal length of 240 cm, we find that the cooling rate in the
ring cavity is 2.4 times higher than in a single cavity. The ring
cavity thus could be beneficial for long cavities, used, e.g., as
optomechanical filters for gravitational-wave detectors [75].

V. DISCUSSION

In this paper, we build an unambiguous framework for
classifying the optomechanical interaction in a unique way.
This framework expresses each Hamiltonian in the canonical
form and examines the dependence of its terms on the me-
chanical oscillation. The canonical form of the Hamiltonian is
unique for each system, and hence the classification based on
that is mutually exclusive. No ambiguity in classifying similar
systems, as illustrated in the introduction, can occur. There
are some limitations in our classification framework: We only
consider Hamiltonians linear in x and linear in optical modes.
Quadratic optomechanical coupling and nonlinear optical ef-
fects, for example, are not covered in our framework and need
further consideration.

Based on our framework, we analyze several optomechan-
ical systems, including the newly investigated ring cavity
system which exhibits purely coherent coupling. We show that
coherent coupling is fundamentally different from either dis-
persive or dissipative coupling and allows us to complete our
classification framework. Our analysis reveals a previously
underestimated relevance of coherent coupling in optome-
chanical systems. It will show up whenever the system has
two or more optical modes with nondegenerate frequencies
coupled by mechanical oscillation. We show that although
coherent coupling occurs even in some well-studied systems,
it has never been identified as such. For instance, in the
system of two coupled cavities with a movable central mirror,
both dispersive and coherent coupling coexist, as we show in
Sec. IIID.

The nature of the optomechanical coupling defines the
strengths and weaknesses of the system in one desired appli-
cation. Our classification strategy will allow us to approach
the experimental design in a systematic way and choose the
system that would perform optimally. As a concrete result, we
show that coherent coupling allows for more effective laser
cooling of the mechanical oscillation due to the simultaneous
resonant of pumping field and the upper mechanical sideband.

We anticipate our classification framework will serve as
a methodological and practical guide in the growing field of
optomechanics. We believe the recognition of the highlighted
coherent coupling will lead to the development of novel
quantum optomechanical systems and new parameter regimes
in the existing ones.
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APPENDIX A: DISPERSIVE HAMILTONIAN

The resonance condition gives wave vector k,(x) =
nw/(L+x) and the corresponding resonant frequency
w, (x) = ck,(x). The electric field inside a single cavity is the
superposition of modes with multiple resonant frequencies:

E*(2) = Z

with z ranging in (0, L 4 x). The counterintuitive node antin-
ode distribution is because we choose zero reflection phase in
two cavity mirrors.

The cavity Hamiltonian can be obtained from the total
optical energy [72]:

o) A
Hheo 1) 2 oSk, (ALY

L+x
Hey(x) = f 2A60E~ (2)ET (2)dz, (A2)
0

where the factor 2 accounts for both electric and magnetic
energy. The integration result of Eq. (A2) is

ﬁcav (x) =

> hon(x)aja,. (A3)

Under single-mode approximation, only one specific mode n
is considered and we obtain the cavity Hamiltonian,

I:}cav(x) = I(w, — gwx)&?&v (A4)
by defining w, = w,(0) for mode n. The dispersive coupling
strength g,, can be extracted from the expressions above as

Wq

80 =" (A5)
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APPENDIX B: OPTOACOUSTIC HAMILTONIAN

The Hamiltonian of three-modes optoacoustic interaction
[59] in Eq. (17) originates from the following cavity integral:

1
H /du(Leruz)[e(Eo +E)* + ;(Bo +Bl>2], (B1)

where u, = u,(7,) is the transverse spatial profile of me-
chanical oscillation and (Ey, Hp), (E;, H;) are two optical
modes TEMy,, TEM; with orthogonal transverse profiles
fo(71), fi(¥L). The dispersive coupling and the three-mode
coupling in this system appear as

. 1
Hyigp Z/dm_xuz [eEél + ;B(ZM],
0,1

H3 1n0de X /d?lxuz |:EEOE1 + %B()Bl]. (B2)
Apparently, they contain overlapping function Ag; =
[dFiu.f5, and Ag; = [ dF i u.fofi, respectively. In general,
both terms should exist. The reason for the vanishing of
dispersive coupling here is simply because of the vanishing
of the overlapping function Ao ;. In Eq. (17), the coupling
constant is defined as Gy = \/ Ahwow; /(mR,L?) with the
geometrical overlapping factor A = (LAg;/V )%

APPENDIX C: HAMILTONIAN DERIVATION OF
RING CAVITY SYSTEM

1. Input-output relation

We start the rigorous derivation by writing down the input-
output relations [23] for the coupling of incoming electromag-
netic fields a; (k) of wave number k& to all intracavity fields
shown in Fig. 6. Unless claimed otherwise, we will view x as
a parameter in the following contents as the two counterprop-
agating fields é; »(k) are defined at the instantaneous position
of the membrane. The input-output relations can be derived
from the frequency space field transfer matrices:

&(k) = Tec(k; x)e(k), (Cla)
&(k) = Tey(k; ) (k) + Teqa(k), (C1b)
f(k) = Meé(k), (Clc)
where the field vectors are
R (k) fito
K = (SO py = (LN,
e(k) (ez(k)> k) (fz(k)>
(C2)
a1 s [a(k)
and the transfer matrices read
0 ok (L/24x)
Tee(k;x) = (eik(L/Z—x) 0 )
ik(L/24x) 0
. rpe
ch(k,x) = ( 0 roe,-k([‘/z_x))y
([t O _(r it
Tca - (0 to)v M - <lt r)‘ (C3)

The ¢é; > (k) fields thus take the form

é(k) = Tp(k)e(k) + Tin(k; x)a(k), (C4)

where T,(k) = Te.(k;x)Tcr(k;x)M is the transfer matrix
describing the circulation of &(k) inside the cavity and it
no longer has x dependence; Ti,(k;x) = T..(k;x)T., is the
transfer matrix describing the process of a(k) coupling into
the cavity and propagating to join €(k). Equation (C4) can
further be written as

&(k) = Te(k) ™" Tin(k; )a(k). (C5)

where T.(k) is the closed-form transfer matrix defined as

. 1 — ite'*t —retkt
Tek)=1-T,k) = < ekl ekl ) (Co)
and T,(k)~! works as the feedback kernel that describes the
effect of cavity circulation.

2. Resonance structure

To derive the Hamiltonian, we first consider resonant cav-
ity modes assuming a perfectly reflective front mirror My. In
this case, no outside field can couple in, i.e., Tj,(k;x) =0,
and therefore Eq. (C4) becomes:

T, (k)ek) = 0. (C7)

The resonance condition can be obtained from the nontrivial
solutions of Eq. (C7), which require det T, = 0. Within one
FSR, the ring cavity can support two resonances with different
propagation phases:

okl —

r—it, (C8a)

ik-L (C8b)

e = —r — it,
where k. are the resonant wave numbers that depend only on
the total cavity length L and the optical property r, t of the
membrane. The distance between the frequencies wy = ck+
of the two modes within one FSR is

wy —w_  carcsinr
Wy = =

2 L

To work in a parameter regime which only involves two op-
tical resonances closely separated within one FSR, as shown
approximately by the red line in Fig. 7, we assume the mem-
brane to have low reflectivity » < 1 such that w; < Awgsr.
In this case, we do not need to consider the other optical
resonances out of one FSR. We then assign ¢1 to represent
the annihilation operator of the two cavity modes with optical
frequencies w,.. The only nonzero commutators between them
are

(€9)

[_,¢'1=1 and [¢4,¢}]1=1. (C10)

The relation between é; , in the two resonant modes ¢ can
be obtained by plugging k. into Eq. (C6), and Eq. (C7) thus
becomes

1 =1\ [(etkp)) _a (1 1\[(a(k)) A
(4 7)) =0 (D)) =o

(C11)
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The two solutions &(k ) have the following feature:

e1(ky) = eaky), (C12a)
e1(k) = —ey (k). (C12b)

The operator vector f (k) = (fl k), fz(k))T is defined sim-
ilarly as &(k), containing two fields ﬁ,z(k) that propagate
away from the membrane, as shown in Fig. 6. f(k) satisfies
T.(k)f(k) = 0, the same as &(k) in Eq. (C7), and its two
solutions have the same feature as €(k+) in Eq. (C12). These
field operators & »(k4.), fl,z(ki), represented by & 24, fl,zi
in the following contents for convenience, are related by the
propagation phases:

(C13a)
(C13b)

err =My,
by = ™ fiy
According to the spatial features mentioned above, ¢, is

named the symmetric mode and ¢_ is named the antisymmet-
ric mode. They can be constructed from ¢, ». fields as follows:

&, = % (Cl4a)
by — &
Pl S C14b)
V2 (

such that &,, =&,/+/2 and e, =¢é_/+/2 because of
Eq. (C12). We will use these expressions above to construct
the electric field in the following contents.

3. Electric field standing wave distribution

To quantitatively describe the electric field distribution, we
construct a coordinate system inside the ring cavity, as shown
in Fig. 6. The origin of this z coordinate is the front mirror M
and it increases clockwise along the optical axis of the ring
cavity. It becomes z, = L/2 + x at the instantaneous position
of the membrane and finally becomes z = L when reaching
the front mirror again. The coordinate system here is folded
and thus z = L represents the same position as z = 0.

For a beam with cross-sectional area A inside the ring
cavity, the frequency-dependent normalization factor is

| hw
N(w) - 2A60L ’

such that the positive frequency part of the electric field at any
spatial coordinate z can be written as [46]

(C15)

~+00
E+(z,z;x)=/ doN (0)é(z, w/c;x)e” @ (C16)
0

where the mode function &(z, w/c; x) = &(z, k; x)e withk =
w/c can be constructed from é; »(k), f12(k) fields taking the
membrane position z, as the phase reference point:

e o) = eik(Z—z,r)él(k)_j’_e—ik(Z—Zx)ﬁ(k) 2 €(0,z,),
TETE Tt enm) + et fk) 2 e L),
(C17)

because the optical relaxation time is much less than the
mechanical one and thus the field distribution can adjust itself

simultaneously when z, changes. The field inside a perfect
cavity is rigorously restricted by the resonance structure and
thus has a discretized frequency space distribution, as shown
in Eq. (C8). Therefore, instead of an integral over the whole
spectrum as in Eq. (C16), the electric field takes the summa-
tion of components with discretized frequencies w.:

. r
ET@x) = 2Ae0L
0
Zi wieiki(z_zx)éli
+3, Jore R fi e (0,20,
X
Y. Jore Ty
+ Y, Jore R GTwe, 7€ (2, L).
(C18)

Considering Egs. (C8), (C12), (C13), and (C14) and plugging
them into Eq. (C18), where the process is actually a unitary
transformation from (é, fi) basis to (¢4, ¢_) basis, the opti-
cal standing wave inside the ring cavity can be derived as

Ef(zx) = i
Z’ - 4A60L
2isin(k_(z — x))Jo_¢_
+2cos(ky(z — X)) Joiéq z € (0, zy),
2isin(k_(z — L — x))/w_¢c_
+2cos(k (z — L —x)) /o ¢y z€ (zy,L).
(C19)
Equivalently,

E*(z;0) = N(0-)P-(z;x)¢— + N(w3 )Py (z:x)¢4, (C20)

where P_(z;x) and Py (z;x) are the wave functions of the two
modes ¢_ and ¢, along the z axis:

oy J2isintk_(z —x)) z€(0,z),

P-(zix) = {21’ sin(k_(z =L —x)) z€ (z,L), (C21a)
v J2cos(ki(z—x)) z€(0,z),

Pi(zx) = {2cos(ki(z —L—x)) z€(zL). (C21b)

Py (z; x) represent the electric field standing wave distribu-
tion and are qualitatively plotted in Fig. 8. The position of
the nodes for both symmetric and antisymmetric modes are
shifted with the membrane position z, and Py (z;x) has the
following features:

Pi(zy —¢mod L;x) = £P+(z, + ¢ mod L;x), (C22a)
[P_(z =x;x)| =0, (C22b)
[Py (z = x;x)| = max |P,(z;x)], (C22¢)

2¢(0,L)

where ¢ represents the distance from an arbitrary point to
the membrane. That is, starting from z, and going in two
directions, the standing wave amplitude of ¢y mode re-
mains the same (opposite sign), until it reach maximum (zero)
at z = x, which is L/2 away from z, both clockwise and
counterclockwise. The standing wave feature of ¢, (_) mode
agrees with the naming of (anti)symmetric mode.
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4. Conservative cavity Hamiltonian

The cavity Hamiltonian can be obtained from the total
optical energy inside the ring cavity [72]:

L
Hey = 2A€ / E™(z0)E (z:x)dz. (C23)
0
Substituting Eq. (C19), we can obtain
Heay = ho_¢" ¢ + hoy el ey (C24)

The cavity Hamiltonian does not have x dependence because
the ring cavity is a closed quantum system until now, as
shown by the x-independent equation, Eq. (C7), that we start
from. Explicitly illustrated in Eq. (C22a), the field distribution
relative to the position of the membrane remains the same
regardless of the value of x. As the coordinate system is a
folded one, the integration in Eq. (C23) does not contain x.

5. Interaction with the environment

To complete the total Hamiltonian derivation and reveal the
x dependence, we consider the coupling of the cavity modes
to the outside continuum by assuming the front mirror to
have low transmittance #y < 1. The cavity linewidth y can be
obtained from the imaginary part of the pole of Eq. (C5) and
it only depends on L and front mirror transmittance fy:

ct}
Y=o
Also according to Eq. (C5), as an open passive system when
Tin(k; x) # 0, the ring cavity actually only carries the pump-
ing frequency w, = k,c. The extent to which ¢+ modes are
excited depends on the detuning of the pumping frequency
to the resonant ones: w, — w+. In the following contents,
we will use the wave vector k, of the pumping field instead
of the resonant wave vectors k+. We use ¢, to represent
the counterclockwise and clockwise propagating fields that
the environment fields a; , directly couple to. According to
Tec(k;x) in Eq. (C3), the field operators ¢, and &, are
related by the propagation phases:

(C25)

& = ey,

(C26a)

l=ag,. (C26b)

éz =e
The cavity-environment interaction Hamiltonian can be
expressed as

A, = ih/2y(ela) — H.c) + iliy2y (Ela, — Hee)). (C27)
For ¢ 5 as well as the fields leaking out from the ring cavity to-
ward the detector, the front mirror position is a natural choice
of the phase reference point. However, the resonant modes ¢4
take the membrane position z, as the phase reference point,
as shown in Egs. (C17), (C18), and (C19). The x-dependent
way that ¢;, gets superimposed to form ¢y is revealed by
Egs. (C14) and (C26). The transformation between ¢, and
¢4 thus depends on x:

A 1 i —ikpx A ikpx A

Ci(x) = ﬁe k"L/z(e kp Cixe ky é). (C28)
Note that ¢+ (0) can be seen as the original optical modes that
the outside modes directly couple to and they have the specific

distribution when the membrane stays on its equilibrium x =
0. For the outside modes, ¢4 (x) are the new resonant modes
when the membrane is displaced by x. It is equivalent to
saying that the mechanical oscillation x changes interference
between ¢, that leads to the formation of different resonant
modes ¢4 (x).

To show the feature of optomechanical coupling, we lin-
earize Eq. (C28) with respect to x:

¢ (x) = &_(0) — ikyxé 4 (0),
¢4 (x) = &,(0) — ikpxé_(0).

(C29a)
(C29b)

Thus, the optomechanical Hamiltonian can be expressed as

Ao (x) = heo_ T (x)e_(x) + heoy ¢ (x)é4 (x)

= Hy + Hin (%), (C30)
where the free part H, is equivalent to Eq. (C24) and the
optomechanical interaction part Hin (1) reads

Hip(x) = Ziwshk,,x(éi(O)m(O) —H.c.). (C31)
The interaction Hamiltonian in Eq. (C31) explicitly shows
the feature of coherent coupling: The mechanical oscillation
x induces the coupling between two original optical modes
¢+(0) which have nondegenerate frequencies. Note that in
the previous derivation x merely works as a parameter. Al-
ternatively, one can start with the total Lagrangian including
the mechanical degree of freedom and follow the canonical
formulation [52—54]; x can thus be upgraded to be a dynamical
variable and further becomes a quantum operator x after quan-
tization. To describe the system under the general framework
of Eq. (6), we need to express the total Hamiltonian with the
new resonant modes ¢ (%). Applying the same transformation
as in Eq. (C28), we can express the input modes a;, into
antisymmetric and symmetric ones:

1 . N A
Ej:in(-)%) — Eeﬂ(pL/Z(e—lkﬂX&I Zt elkpxaz). (C32)

Thus, the cavity-environment interaction Hamiltonian in
Eq. (C27) can be transformed to

A, = iny/2y (1. (0)é_in(0) + ¢} (0)é1in(0) — H.c.), (C33)

which is equivalent to the generalized expression up to linear
order in X:

A, (x) = 3" ifiy/2y (€L (B)esin(®) — He)

+

~ Y ily/2y (1 = 2k28%)2L (0)6410(0) — Hoc.)

+

=H, + 0(3%). (C34)
It is clear from Eq. (C34) that, even expressed in ¢4, (%) for
consistency under the framework, the coupling rate with the
environment does not depend on X. Thus, the optomechanical
coupling has no dissipative feature.
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APPENDIX D: OPTOMECHANICAL COOLING LIMIT
IN THE RING CAVITY SYSTEM

1. Coupled optical and mechanical equations of motion

For notational convenience, in the following contents, all
expressions without explicit arguments are by default in time
domain with temporal argument ¢; all derivatives represented
by dots are with respect to ¢, i.e., ¢+ = 0C+/0t; Cin) are
used to represent C.n)(0); C+ = (C4+) are used to represent
the expectation value of optical modes, i.e., the classical
amplitude. We assume single-port pumping from a; with
frequency w_ and amplitude A;. According to Eq. (C32), the
pumping amplitude of cavity modes are Ci, = A;/+/2. We
work in the rotating frame with pumping frequency w_. Based
on the Hamiltonian in Eq. (41), the equations of motion for ¢4
modes read

¢ = 2wkykey — ye_ +/2y¢ i, (Dla)
by = —2iwgey — 2w05ky%6_ — yéy +/2yéiin. (DIb)

The intracavity amplitudes of the two modes are given by
the static solutions of Eq. (D1) with x = O:

_ Cfin\/ 2)/ _ i
y N
_ G2y ALY
y + 2w,y 4 2w
It can be seen from Eq. (D2) that ¢_ mode is on resonance
while ¢, mode is off resonance.
Each optical field can be divided into static amplitude and

quantum fluctuation ¢+ — Cy + ¢+ and Eq. (D1) can thus be
linearized as

(D2a)

+ (D2b)

¢ = 2wk, RCy — yé_ + /2y¢_in, (D3a)
&y = —2iwgey — 20kpiC_ — yéy +/2yé4in.  (D3b)
The mechanical equations of motion are
=2 (D4a)
m

A A

p = 2iwk,h( e — &t ey) — doklns@E e —eley)
+G — mQEx — my,k. (D4b)
The linearization of Eq. (D4b) gives
p = 2wk, (CEC_ — C*Cy),
+ 2iwk, 7@ C_ — &' Cy — 6,CF +2.C7)
— 4w BR(C*C — CCy)
+G — mQEx — my,k, (D5)

where the first line represents the static radiation pressure,
the second line is fluctuating radiation pressure, and the third
line represents optical trapping due to standing wave energy
distribution.

2. Sideband feature and optical damping

To solve the coupled optical and mechanical equations
of motion in Egs. (D3), (D4a), and (D5), we transfer them

Amplitude/Peak

FIG. 9. Pumping regime of sideband cooling. Coherent coupling
has a potential advantage over dispersive coupling in sideband cool-
ing because the pumping frequency is also resonant inside the cavity.
Dispersive coupling only has the right resonance peak shown by the
blue dashed line.

into frequency domain [3]. The X dependence in sidebands of
each mode ¢, is obtained by scattering from the other mode
amplitude C5 and can be expressed as

2wk

eV+Q) = € x —L, (D6a)
y —iQ
. 2w,k
F0(q) = o1 x 220 (D6b)
y —iQ
. —2wsk,x
A() s™p
Q) =C_ x — D6
er(+£2) X % — 200 (D6c)
: — 20k
PO = x ——P% - (D6d)
y —i(Q + 2w;)

Note that ¢ is gained by scattering from C; which is

off-resonance in cavity and the two sidebands 6’(_5‘)(+Q) and
&I (—Q) are symmetric. Similarly, éﬂf) is gained by scatter-
ing from the resonant mode C_. However, as ¢ is peaked at a
higher frequency from pumping, the two sidebands ég’f)(+Q)
and éi@)(—Q) are extremely unbalanced. See Fig. 9 for illus-
tration. Based on sideband expressions in Eq. (D6), we derive
the %-dependent part in (¢'C_ — &' Cy —&,C* +¢.C%) as
below:

@lc.—eétcy —ecr +ecy®

1
= 2w,k,%|C_|? , -
y —i(Q2—2ws) y—i(Q2+2w)

1 1
+zka,,fc|c+|2[ — - ]
y—i2  y—iQ

|Ain]? —4iw;
y (y —iQ)? +40?

~ 2wk, (D7)

The beating between C_ and two highly unbalanced sidebands
in ¢; mode provides strong optical rigidity and damping to
the mechanical oscillator. Note that strong average field in
each mode only beats quantum fluctuation in the other mode.
This scattering-like interaction between nondegenerate optical
modes is the essential feature of coherent optomechanical
couplings. Because the two optical resonances are split by
2wy, the two sidebands will have maximum difference when
Q & 2w;. As a result, optical cooling happens when we pump
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the antisymmetric mode with frequency w_ and will be the
strongest when ,, & 2w;.

We will focus on parameter regime Q2 ~ 2, & 2w; in the
following contents of this section. The momentum equation
of motion near that frequency is

FIP) = Foant () + Ger — mQ22(Q) + imyer Q2(Q2), (D)

where Fp,q is the x-independent part of radiation pres-
sure force 2iwkh(@lC_ — & Cp —¢,C* +¢-C*), G =
G —2|Aiu|*k,li is the offset external force, Q2 = Q2 +
3|Ain k3 fiws/my is the mechanical resonance together with
optical rigidity, and ye = Y + 2|Ain|2k12,ha)S /my? is effec-
tive mechanical damping rate including optical cooling. All
expressions above are obtained under approximation condi-
tion €2,, > y. We can extract the optical spring and optical
damping terms from the approximated formulas above:

3|Ain k2 e,

Optical spring: Qipt = —) (D9a)
my
) _ 2|Ain Pk Fios
Optical damping:  yopt = ———— (D9b)
my

Compared with original mechanical properties, optical
spring is always negligible within reachable input power
(P, < 1W) while optical damping is comparable with me-
chanical damping when P, ~ 0.04W and is much bigger with
higher input power.

3. Quantum limit of mechanical occupation number

We then calculate the occupation number limit. In the
case where the mechanical object is a high-Q oscillator, we
represent the mechanical oscillation in terms of mechanical
creation and annihilation operators /" and 77 in the rotating
frame of mechanical resonant frequency £€2,,:

—iQut ~F iQ,,,z)
9

X = xzpp(ite +m'e (D10)

where xzpr = /h/2m<2,, is the zero-point fluctuation of the
mechanical oscillator. Using @ to represent the sideband
frequency of mechanical oscillator around €2,,, the Fourier
components of /i and 71" read

+00 da) )

) = / 2L mwye e, (D11a)
—Qn 2T
Q, d )

nﬂ(r):/ 2D it (—w)e" (D11b)
oo 2T

Although the upper and lower limits for both integrals in
Eq. (D11) can be extended to infinity under condition @ <
Q,,, we keep this rigorous form for clearer future reference.
The average mechanical occupation number is defined as [76]

m)m’ (1) +m' (Om(t)) — 1
3 .

According to Eq. (D11), m(t)m'(¢) and ' (¢)m(t) can be
expressed as

(n(r)) = <

(D12)

N T dwdw' _ b o)
m)m'(t) = // m(w)m' (w")e"” ", (D13a)
—-Q, (2m)?

+00 /
' (tym(t) = / / dwd“; i (o m(w)e @ =", (D13b)
_o, (2m)

To obtain the mechanical occupation number, we need to
calculate the second-order correlation function of mechanical
operators (iii(w)m' (")) and (' (' )i(w)). Therefore, we
need to obtain equations of motion of 7, /" by rephrasing
those of x, p in Appendixes D 1 and D 2.

Quoting Eq. (D8) and ignoring the static force by letting
G¢sr = 0, we obtain the second-order equation of motion of x:

mik = Foap — mQ2E3% — myesi. (D14)

Transferred into frequency domain, Eq. (D14) becomes

m(Q), — @ — iQyer) 2(2) = Fun(), (D15)
which can be factorized under condition yer < €2, as
eff S . F al Q
[ i@ - @[22~ i@ + e |se) = 20,
2 2 m
(D16)

According to Egs. (D10) and (D11), the Fourier transforma-
tion of X reads

+o00 )
Q) = f dtz(t)e™

o0

+00 ) +o0 do )
= XZPF/ dt [e’(Q_Q”’)t/ —m(w)e™"
—00 —-Q 2

, odo . ;
+et(Q+Q:,,)t/ z_ﬁll(_w)etwt}
oo 2T

= xzpel (R — 2,)0(Q) + m' (=2 — Q,)0(=Q)],
D17)
where 6(€2) is the Heaviside step function and §(€2) is the
Dirac é function. Plugging Eq. (D17) into Eq. (D16) and

considering the thermal force Fy,, we obtain the equations of
motion for /', /i in their frequency domain:

Ym + Vopt T
[T lw]m(a))
- ‘x;"F [Foat (@ + @) + Fa(Q2 + )], (DI18a)
Yot Yop T
[ 5 + za):lm (w)
(5% R .
=— ;PF Fatt (= (R + ©)) + Fin(—(Q + )]
(D18b)

The fluctuating backaction force on the mechanical oscil-
lator in the frequency domain reads

Fran(Q) = 2iw ik, (CEé_(Q) — Cr et (—Q)

— C* e (Q) + C_&L (-Q)) (D19)
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and satisfies the relation szﬁ(Q) = Fn(—$). The spectrum
Sr(Q2) of the backaction force Fiuq(S2) is defined as

Thus, the second-order correlation function of mechanical
operators can be calculated by

. . Vi (o)) — )
(Fran(DFoan () =278 + Q)Sp(R)  (D20) @) =2nd(o = o')S@), (D232
] . (' (0)i(w)) = 218(w — @' )S_(w), (D23b)
and takes the following expression:
with S (@) and S_(w) defined as
1
QA2 252,22 2 2
SF(Q) - 8Ainw5h ku |:y2[y2 + (Q _ za)s)Z] S+(a)) = xZPF/h [SF(SE_m +2(1)) + 2’nkBTVm] , (D24a)
l (Vm 2V0p|) _|_ 0)2
e } ) o e/ PS04 2k T ]
o () o

Also, thf: themAlal force Fip has a white spectrum: According to Eq. (D13), the time domain mechanical cor-

(Fn () (1)) = 2m8(Q + Q)2mkpT y,,. (D22) relation functions can be calculated as follows:

|
oo do 44y Ko} 1 1 Ym kT
~ ~ _ _ in p s m B
m()m'(t)) = Si(w)— = + + , (D25a
o) /—Q @)y M (Vi + yopl)|:)/2[y2 + (2 — 2w;)?] 493,@3} Y + Yopt Qmht (b252)
oo d 4AL vy ko hooy 1 1 ksT
m' (t)m(r)) =/ S ()22 = i %R0 [ > Ty 2] g Ym 5 (D25b)
—Q,, 27 mS2y, (Yim + Vopl) V2(Qy + 2w;) 4Qmws Ym + Yopt Q,h

Based on all derivations above, under condition €2,, >> y, the mechanical occupation number defined in Eq. (D12) can be

expressed as

() = 22

Yopt 1 |: Vz
Y + Vopt 2

402

Under further condition ygp 3> ¥m, We can rewrite the expression above to get the ultimate cooling limit:

() = —

Nth
Ym + Vopt !

m m kgT
Y i| _Ym KBT (D26)
Yopt Vim 1 Vopt Q,h
YR A i, (D27)
Ym + Vopt

where ny, = kgT /2,7 is the thermal occupation number and ny, = y?/ 89,2,, is the back-action limited occupation number.
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